
extinction is not directly treated as a statistical
error.

5.4. K-corrections and Supernova Colors

The generation of the spectral template used
for calculating K-corrections is described in § 2.3.
The degree to which uncertainties in the K-
correction introduce systematic uncertainties into
the cosmological parameters depends on whether
or not extinction corrections are being individu-
ally applied to supernovae. In particular, our K-
corrections are most uncertain in the rest-frame
U -band range of the supernova spectrum, due to
limited published spectrophotmetry. As discussed
in § 2.2, our primary fits use a spectral template
which has a color U -B= 0.4 at the epoch of B-
maximum. We have investigated the effects on
our cosmology of replacing the spectral templated
used both for K-corrections and for determining
color excesses with a template that has U -B= 0.5
at the epoch of maximum B light.
Figure 5c shows affect on the fitted cosmology

caused by using the different template for calculat-
ing K-corrections when individual host-galaxy ex-
tinction corrections are not applied. These effects
are very mild, indicating that our K-corrections
are robust with respect to the intrinsic U -B color
of a supernova. Based on the comparison of these
fits, we adopt a K-correcton systematic uncer-
tainty of 0.01 on ΩM in a flat universe, 0.13 on
ΩM +ΩΛ, and 0.10 in w.
Although the effects of a different intrinsic U -B

color on the K-corrections are mild, the effects on
calculated color excesses are much greater. Fig-
ure 5d shows the difference between Fit 6, where
host-galaxy extinction corrections have been ap-
plied using our standard color-excess values, and
a fit where color-excess values have been deter-
mined assuming the intrinsic U -B color of a su-
pernova is 0.5 at maximum light. As with all
other systematics, the primary effect is to move
the confidence intervals along their major axis. In
this case, the large shift in ΩM+ΩΛ is mainly due
to the fact that with this bluer assumption amout
U -B, we would believe that all of our z > 0.7 su-
pernovae are suffering from a significant about of
host-galaxy extinction, and as such all need to be
dereddened. Given that the more distant super-
novae are dimmer and thus closer to our detection
limits than the moderate redshift supernovae, this

scenario is implausible. If anything, one would
expect the higher redshift supernovae to be less
subject to host-galaxy extinction due to selection
effects. Nonetheless, a value of U -B= 0.5 at the
epoch of B-band maximum is currently plausible
given the U -band information available. Only for
those fits where extinction corrections are applied,
we have an additional intrinsic U -B systematic er-
ror of 0.06 on the flat-universe value of ΩM, and
a systematic error of 2.5 on ΩM + ΩΛ. That it is
implausible that our highest redshift supernovae
are the most extinguished makes it likely that this
is an overestimate of this systematic.
The systematic effect of changing the assumed

intrinsic color is not as significant on the flat-
universe value of w as it is on the w = 0 value of
ΩM + ΩΛ. When combined with the CMB/large
scale structure mass measurement, the best-fit
value of w is only 0.05 higher than the value from
our primary extinction-corrected fit. We adopt
this difference as our systematic uncertainty on
w when host-galaxy extinction corrections are ap-
plied.

5.5. Malmquist Bias

As most of our supernovae are from flux-
limited samples, they will suffer Malmquist bias
(Malmquist 1924, 1936). This effect was discussed
extensively in P99, and here we update that dis-
cussion to include our new HST SNe Ia. For the
measurement of the cosmological parameters, it is
the difference between the Malmquist bias of the
low-redshift and high-redshift samples which mat-
ters. In particular, the probability of ΩΛ > 0 is
enhanced only if the low-redshift SNe suffer more
Malmquist bias than the high-redshift SNe, as this
makes the high-redshift SNe Ia seem fainter.
The P99 high-redshift dataset was estimated to

have little Malmquist bias (0.01 mag) because the
SN discovery magnitudes were decorrelated with
the measured peak magnitudes. However, for the
new HST sample, nine of the eleven SNe Ia se-
lected from full search samples were found almost
exactly at maximum light. This may reflect a
spectroscopic flux limit superimposed on the orig-
inal search flux limit since only spectroscopically
confirmed SNe Ia were considered, and of those,
generally the higher redshift SNe Ia from a given
search were chosen, for HST for follow-up. In par-
ticular, the SNe Ia selected for follow-up from the
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fall 1997 search were all found at maximum light,
while all but SN 1998aw from the spring 1998
search were found at maximum light. SN 2000fr
was found well before maximum. Thus, the new
dataset is likely to suffer more Malmquist bias
than the P99 dataset. Further complicating the
interpretation for the high-redshift SNe is the fact
that our new HST SNe are spread over a wide
range in redshift, such that a single brightness cor-
rection for Malmquist bias causes a more compli-
cated change in the fitted cosmological parame-
ters. This is unlike the situation in P99 in which
most SNe were at z ∼ 0.5. Following the cal-
culation in P99 for a high-redshift flux-limited SN
sample we estimate that the maximum Malmquist
bias for the ensemble of HST SNe is ∼ 0.03 mag.
However, we caution that it is SNe near the flux-
limit which are most strongly biased, and there-
fore, that a subsample comprised of the highest
redshift members drawn from a larger flux-limited
sample will be more biased. When combined with
the P99 high-redshift SNe, the bias is likely to be
∼ 0.02 mag since both samples have roughly the
same statistical weight.
As for the low-redshift SNe Ia, in P99 we estab-

lished that since most of the SNe Ia from the H96
flux-limited search were found near maximum,
that sample suffered about 0.04 mag of Malmquist
bias. On the other hand, the R99 SNe Ia were dis-
covered using a galaxy-targeted technique, which
therefore is not limited by the SN flux, and may
be more akin to a volume-limited sample (Li, Fil-
ippenko, & Riess 2001). Thus, the addition of
the R99 SNe Ia could slightly reduce the overall
Malmquist bias of the low-redshift sample. If we
were to assume no Malmquist bias for the R99
SNe Ia, and allowing for the fact that they con-
tribute only∼ 1/3 the statistical weight of the H96
SNe, we estimate that the Malmquist bias in the
current low-redshift sample is roughly 0.03 mag.
Since Malmquist bias results in the selection of

overly-bright SNe at the limits of a flux-limit sur-
vey, and since the flux-limit can be strongly cor-
related with redshift26, this bias can result in an
apparent distortion of the shape of the Hubble di-
agram. This may affect estimates of the dark en-
ergy equation of state. The selection effects for the

26They are 100% correlated for a single field, but this correla-
tion can be diluted by combining fields of different depths.

current high-redshift SNe are not sufficiently well-
defined, nor are the constraints on the dark energy
equation of state sufficiently strong, to warrant
modeling of this effect with the current datasets.
However, for future work, much better control of
the selection criteria for SNe Ia at both low- and
high-redshift will be required in order to properly
estimate the impact of this small, but nearly in-
escapable, bias.
In the mean time, we simply note that since the

differences in the Malmquist biases of the high-
and low-redshift subsets of SN are likely to be
smaller in this work than in P99, we are less likely
to be affected by Malmquist bias than that work.
Given that the new HST high-redshift SNe sample
suffers more Malmquist bias than the P99 sample,
and that the enlarged low-redshift sample is likely
to have less Malmquist bias than the low-redshift
sample used in P99, the overall bias towards ap-
parently fainter SNe Ia at high-redshift should be
less than in P99. In particular, the sign of the
bias is working to artificially decrease the statisti-
cally infered P (ΩΛ > 0). Thus, if anything, the
Malmquist bias in the present sample works to
enhance confidence in the confirmation of an ac-
celerating Universe presented in this paper. In
addition, since the intrinsic dispersion decreases
from ∼ 0.17 mag to ∼ 0.10 mag after extinction
correction, the Malmquist bias in the extinction
corrected fits is almost halved.

5.6. Dust Evolution

Possible evolution in the extinction properties
of host-galaxy dust is a source of systematic error
in our measurement. To examine the size of the ef-
fect, we consider an extreme situation where dust
in z < 0.3 spiral galaxies have a Cardelli, Clayton,
& Mathas (1989) RV = 3.1 law whereas higher-
redshift galaxy dust have RV = 1.505. We use
the Monte Carlo described in Kim et al. (2003)
to study the bias induced when an RV = 3.1 ex-
tinction correction is unappropriately applied to
all supernovae. We incorperate the redshift and
E(B-V ) distributions of the supernovae consid-
ered in this paper and an E(B-V ) < 0.1 cut is ap-
plied. For an input cosmology of ΩM = 0.3 and
ΩΛ = 0.7, we find a modest shift in the cosmo-
logical parameters to ΩM = 0.34 and ΩΛ = 0.67
without assuming a flat universe.
This bias moves almost exactly along the line
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ΩM + ΩΛ = 1, increasing uncertainty along the
thin axis of the error contour, and hence also in the
deceleration parameter. However, the extreme dif-
ference in dust properties considered in the Monte
Carlo contributes a shift in the cosmological pa-
rameters that is less than 1 σ of our quoted sta-
tistical error bars. We adopt 0.04 as the dust
evolution systematic uncertainty on ΩM in a flat
universe for those fits where host galaxy exctinc-
tion corrections are applied, with the understand-
ing that this is from the extreme case noted above;
this sytematic is insignificant along the major axis
of the confidence ellipses.

5.7. Gravitational Lensing

Gravitational lensing decreases the modal
brightness and causes increased dispersion in the
Hubble diagram for high redshift SNe. These ef-
fects have been discussed in some detail in the lit-
erature (Wambsganss et al. 1997; Frieman, J. A.
1997; Holz 1998; Kantowski 1998; Seljak & Holz
1999; Metcalf & Silk 1999; Metcalf 1999; Holz
2001; Wang, Holz, & Munshi 2002; Minty, Heav-
ens, & Hawkins 2002; Ammanullah, Mörtsell &
Goobar 2003; Dalal, Holz, Chen, & Frieman 2003;
Oguri, Suto, & Turner 2003), especially in relation
to the R98 and P99 SN datasets. A very conser-
vative assumption of an “empty beam” model in a
universe filled with compact objects allowed P99
to demonstrate that gravitational lensing does not
alter the case for dark energy. Gravitation lensing
may result in a biased determination of the cos-
mological parameter determination, as discussed
in Ammanullah, Mörtsell & Goobar (2003). The
size of the effect depends on the fraction of com-
pact objects of the total mass density of the uni-
verse, ΩM.
The potential bias increases with the redshift of

the SNe in the sample. E.g. for the most distant
known Type Ia SN, SN1997ff at z=1.7, there is ev-
idence for significant magnification, ∆m ∼ 0.3
(Lewis & Ibata 2001; Mörtsell, Gunnarsson &
Goobar 2001; Benitez et al. 2002).
As the SN sample considered in this paper does

not reach as far, the (de)magnification distortions
are expected to be small, in general below 0.05
mag. To estimate the systematic uncertainties
in the cosmological parameters we have used the
SNOC package (Goobar et al 2001) to simulate
100 realizations of our data sets assuming a 20 %

universal fraction of ΩM in compact objects, i.e.
of the same order as the halo fraction deduced
for the Milky Way from microlensing along the
line of sight to the Large Magellanic Cloud (Al-
cock et al. 2000). The light beams are otherwise
assumed to travel through space randomly filled
with galaxy halos with mass density with equaly
divided into SIS and NFW profiles, as described in
(Bergström et al 2000). According to our simula-
tions we find that (for a flat universe), on average,
the fitted value of ΩM is systematically shifted as
δ =< Ωtrue

M Ωfit
M >= 0.01, with a statistical dis-

persion σδ = 0.01. We adpot 0.01 as our gravita-
tional lensing systematic error in the flat-universe
value of ΩM. ARIEL, DO YOU HAVE A NUM-
BER FOR ΩM+ΩΛ HOWABOUTW IN A FLAT
UNIVERSE? √

5.8. Supernova Population Drift

In P99 we discussed in detail whether the high-
redshift SNe Ia could have systematically different
properties than low-redshift SNe Ia, and in partic-
ular, whether intrinsic differences might remain af-
ter correction for stretch. One might imagine this
to occur if the range of the physical parameters
controlling SN Ia brightnesses have little overlap
between low- and high-redshift such that correc-
tions applied to low-redshift are inappropriate or
incomplete for high-redshift SNe Ia. Since P99,
considerable additional work as been done to ad-
dress this issue, which we now discuss.
First, several tests performed directly with the

P99 sample of high-redshift SNe Ia (in addition
to the comparisons of stretch range, and spec-
tral (Perlmutter et al. 1998) and lightcurve (Gold-
haber et al. 2001) features already discussed in
P99) have shown excellent consistancy with ex-
pectations from low-redshift SNe Ia. Most re-
cently, Sullivan et al. (2003) have presented results
on the Hubble diagram of distant Type Ia super-
novae from P99 which have been morphologically-
typed with HST. They find no difference in the
cosmological results from their morphologically-
segragated subsamples. In particular, E/S0 galax-
ies — for which one expects the tightest possible
correlation between progenitor mass and redshift
— not only agree with the cosmological fits us-
ing only spiral galaxies, but by themselves con-
firm the results of P99. This is strong evidence
that, while age or metallicity could in priciple af-
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fect the brightnesses of SNe Ia, stretch correc-
tion eliminates these differences. Likewise, the
lightcurve rise-time — suggested as an indicator
of the energetics of the SN explosion (see Nu-
gent et al. (1995); Hoflich, Wheeler, & Thielemann
(1998) — while initially claimed to be different
between high- and low-redshift SNe Ia (Riess, Fil-
ippenko, Li, & Schmidt 1999), has demonstrated
very good agreement (within 1.8±1.2 days; Alder-
ing, Knop, & Nugent (2000)). On the theoreti-
cal side, the SN formation models of Kobayashi
et al. (1998); Nomoto, Nakamura, & Kobayashi
(1999) suggest that the progenitor binary sys-
tem must have [Fe/H]> 1 in order to produce
a SN Ia. This would impose a lower limit to
the metallicities of all SNe Ia, and thus limit the
extent of any metallicity-induced brightness dif-
ferences between high- and low-redshift SNe Ia.
At low-redshift, several studies have presented
data suggesting that SNe Ia intrinsic luminosities
(i.e., those prior to stretch correction) may cor-
relate with host-galaxy environment (Hamuy et
al. 1996b; Branch, Romanishin, & Baron 1996;
Wang, Hoeflich, & Wheeler 1997; Hamuy et al.
2000; Ivanov, Hamuy, & Pinto 2000; Howell 2001;
Wang et al. 2003, R99). These findings are actu-
ally encouraging, since unlike stretch itself, there
is some hope that host-galaxy environment varia-
tions can be translated into the types of physical
parameters such as age and metallicity which can
help in relating any drifts in the SNe Ia popula-
tion to galaxy evolution. Indeed, the lack of a gra-
dient in the intrinsic luminosities of SNe Ia with
galactocentric distance, coupled with the fact that
metallicity gradients are common in spiral galax-
ies (Henry & Worthey 1999), lead Ivanov, Hamuy,
& Pinto (2000) to suggest that metallicity is not a
key parameter in controlling SNe Ia brightnesses
at optical wavelengths. In addition, Hamuy et al.
(2000); Hamuy et al. (2001) find that lightcurve
width is not dependent on host-galaxy metallicity.
More importantly for cosmology, R99 used their
sample of 22 local SNe Ia to demonstrate that any
brightness variations between SNe Ia in different
host-galaxy environments disappear after correc-
tion for lightcurve width. In particular, based a lo-
cal sample of 14 SNe in E/S0 hosts and 27 in spiral
hosts (including some from the R99 data), we find√

that after lightcurve-width correction there can be
less than a 0.01± 0.05 mag offset between SNe Ia

in local spirals and ellipticals. This indicates that
lightcurve width is able to correct for age or other
differences. Finally, Wang et al. (2003) demon-
strate a new method, CMAGIC, which is able to
standardize the vast majority of local SNe Ia to
within 0.08 mag (in contrast to ∼ 0.11 mag which
lightcurve width corrections can attain (Phillips et
al. 1999)). This imposes even more severe limits
on the fraction of SNe Ia generated by any alter-
nate progenitor scenario, or requires that varia-
tions in the progenitor properties have little effect
on whether the resulting SN can be standardized.
Therefore, if the local sample represents SNe Ia of
all ages and metallicity, then these studies based
on nearby SNe Ia of strongly limit the effects of
supernova evolution.
The data from the new SNe Ia presented here

do offer one new test for consistancy between low-
and high-redshift SNe Ia. The quality of our HST
data provides measurements of the SN peak mag-
nitudes and lightcurve widths rivaling those for
nearby SNe Ia. This allows a direct comparison
between the stretch/luminosity relations at low-
and high-redshifts. This comparison is shown in
Figure 9. This plot shows graphically that the
HST high-redshift supernovae are found at simi-
lar stretches as the low-redshift SNe, and are con-
sistent with the same stretch/luminosity relation-
ship.

5.9. Total Identified Systematic Uncer-
tainty

The identified systematic errors are summa-
rized in Table 9. Adding together these errors in
quadrature, we obtain a total systematic error of
0.04 on the flat-universe value of ΩM (along ap-
proximately the minor axis of the confidence el-
lipses shown in ΩM vs. ΩΛ plots); this smaller
than our statistical uncertainty of 0.05. The total
systematic uncertainty on ΩM +ΩΛ is 0.96 (along
approximately the major axis of the confidence el-
lipses). Finally, for the low-extinction subset, we
have a systematic uncertainty on w of 0.05.
When host-galaxy extinction corrections are

applied, we have to consider the additional system-
atic effect of an uncertainty in the intrinsic value
of U -B on determined color excesses. In this case,
we have a total systematic error of 0.08 on the flat-
universe value of ΩM or ΩΛ, and a total systematic
error of 2.6 on ΩM+ΩΛ; as discussed in § 5.4, this
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Table 9: Identified Systematic Errors
Systematic Flat-Universe ΩM +ΩΛ wb Notes

ΩM(or ΩΛ)a

Fit method 0.02 (0.4σ) 0.80 0.02
Type contamination 0.01 (0.2σ) 0.28 0.04
Gravitational Lensing 0.01 (0.2σ) — —
Host-Galaxy Extinction 0.03 (0.6σ) 0.44 0.02 c
Intrinsic U-B: K-corrections 0.01 (0.2σ) 0.13 0.01 c

Systematic with host-galaxy extinction corrections:

Intrinsic U-B: color excess 0.06 (0.6σ) 2.50 0.05 d
Dust Evolution 0.04 (0.4σ) — — d

a: Each systematic is given as an absolute limit on the offset to the flat-universe value
of ΩM, and in terms of the smaller side of the statistical error bar (0.05 for Fit 3 to the
low-extinction subset, 0.10 for Fit 6 to the full primary subset).
b: This is the offset on the maximum-likelihood value of w when the the low-extinction
subset fits (Fit 3) is combined with the 2dFGRS and WMAP limits on ΩM and w.
c: Only used where host-galaxy extinction corrections are not applied; when E(B-V )
corrections are applied, host-galaxy extinction is a statistical error.
d: Only used where host-galaxy extinction corrections are applied.

is likely to be an overestimate of the true system-
atic error. The total systematic uncertainty on w
in this case is 0.07.
The predominant effect of systematic errors is

to move the confidence ellipses on the ΩM/ΩΛ

plane along their major axis; in some cases, these
effects can be large. Therefore, any conclusions
drawn from the positions of supernova confidence
ellipses along this direction should be approached
with caution. For example, many of these sys-
tematic errors could begin to move the confidence
ellipses up and away from the flat-universe line of
ΩM+ΩΛ = 1. Given these systematics, it would be
premature to interpret this as a suggestion that su-
pernovae may be inconsistent with a flat universe
cosmology.

6. Summary and Conclusions

1. We present a new, independent set of
11 high-redshift supernovae (z = 0.36–0.86).
These supernovae have very high-quality
photometry measured with WPFC2 on the
HST. The higher quality lightcurve mea-
surements have small enough errors on each
E(B-V ) measurement to allow an unbiased
correction host-galaxy reddening.

2. We have performed improved color and K-

corrections, necessary to combine WPFC2
photometric filters with ground-based pho-
tometric filters. A reanalysis of the P99 su-
pernova lightcurve data with these new cor-
rections shows that the cosmological conclu-
sions of P99 are robust, although there is a
small adjustment in the best-fit values of the
parameters ΩM and ΩΛ.

3. The cosmological fits to ΩM and ΩΛ are
consistent with the SCP’s previous results
(P99), providing strong evidence for a cos-
mological constant. This is a significant con-
firmation of the results of P99 and Riess
(1998), and represents a complete new set of
high-redshift supernovae yielding the same
results as the earlier work.

4. Under the assumption of a flat uni-
verse, we find a value of ΩM = 0.21+0.06

0.05

(where host-galaxy extinction is handled
by omitting severely reddened supernovae)
or ΩM = 0.18+0.11

0.10 (where extinction correc-
tions are applied individually to each SN
without any assumptions about the intrinsic
E(B-V ) distribution). Our best joint lim-
its on ΩM and ΩΛ, including all the high-
redshift supernovae, are shown in Figure 10.

5. Most identified systematic errors affect the
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Fig. 10.— Primary confidence intervals on ΩM and ΩΛ resulting from
this paper. Both sets of contours include all low-z data used in this pa-
per, plus all of the current SCP high-redshift supernovae data, including
supernovae from P99 and the WFPC2 supernovae observed in this paper.
The filled confidence regions are from Fit 3, which omit supernovae likely
to be reddened (E(B-V ) > 3σ and E(B-V ) > 0.1). The dashed lines are
confidence regions where E(B-V ) host-galaxy extinction corrections have
been directly applied.
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Fig. 9.— Stretch/Luminosity relationship
for low-redshift SNe (open circles) and high-
redshift HST SNe (filled circles). Each point
is the measured mB for that supernova, minus
DL, the “Hubble-constant-free luminosity dis-
tance” (see § 2.5), plotted against the stretch
of that SN. The line drawn represents the best
fit values of α and M from Fit 6, the fit to all
Subset 1 supernovae with host galaxy extinc-
tion corrections applied.

cosmological results primarily by moving
them along the direction where they are
most uncertain, that is, along the major
axis of the confidence ellipses. This corre-
sponds to a greater error on ΩM +ΩΛ than
on ΩM ΩΛ (or, equivalently, on ΩM or
ΩΛ alone under the flat-universe assump-
tion that ΩM +ΩΛ = 1). Our total identi-
fied systematic error for the low-extinction
sample analysis is 0.04 on the flat-universe
value of ΩM or ΩΛ, and 0.96 on ΩM +ΩΛ.
When host-galaxy extinction corrections are
applied, a conservative estimate of the to-
tal identified systematic error is 0.08 on the
flat-universe value of ΩM or ΩΛ and 2.6 on
ΩM +ΩΛ.

6. When combined with 2dFGRS galaxy two-
point correlation data, and WMAP CMB
data, we find a value for the dark en-
ergy equation of state parameter w =
1.15+0.17 0.22, under the assumptions

that the Universe is spatially flat and that
w is constant in time. The identified sys-

tematic uncertainty on w is 0.05 (or 0.07
with host-galaxy extinction corrections ap-
plied). The supernovae data are consistent
with a low-mass Universe dominated by vac-
uum energy (w = 1).
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